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ABSTRACT
A growing number of population genetic studies utilize nuclear DNA microsatellite data from museum

specimens and noninvasive sources. Genotyping errors are elevated in these low quantity DNA sources, po-
tentially compromising the power and accuracy of the data. The most conservative method for addressing
this problem is effective, but requires extensive replication of individual genotypes. In search of a more ef-
ficient method, we developed a maximum-likelihood approach that minimizes errors by estimating geno-
type reliability and strategically directing replication at loci most likely to harbor errors. The model assumes
that false and contaminant alleles can be removed from the dataset and that the allelic dropout rate is
even across loci. Simulations demonstrate that the proposed method marks a vast improvement in efficiency
while maintaining accuracy. When allelic dropout rates are low (0–30%), the reduction in the number
of PCR replicates is typically 40–50%. The model is robust to moderate violations of the even dropout
rate assumption. For datasets that contain false and contaminant alleles, a replication strategy is proposed.
Our current model addresses only allelic dropout, the most prevalent source of genotyping error. However,
the developed likelihood framework can incorporate additional error-generating processes as they become
more clearly understood.

THE extraction and amplification of DNA from mu- by stringent laboratory protocols and the inclusion of
multiple negative controls. False alleles are considerablyseum, noninvasive, and forensic sources has great po-

tential for studying and managing wild populations (Kohn less frequent (Gagneux et al. 1997; Goossens et al. 1998),
often show an unusual spectral pattern, or produceand Wayne 1997; Taberlet et al. 1999). The power of

these approaches lies in their circuity: free-ranging ani- three alleles that can be tagged as suspicious and repli-
cated. In contrast, an allele that has dropped out leavesmals can be “tagged” and sexed without ever being han-
no trace of itself in the genotype data.dled or observed (Morin et al. 1994; Palsbøll et al. 1997;

The cause of allelic dropout is believed to be stochas-Reed et al. 1997; Taberlet et al. 1997; Kohn et al. 1999;
tic sampling error (Navidi et al. 1992; Taberlet et al.Woods et al. 1999; Ernest et al. 2000) and generations
1996). Sampling occurs when the extract is pipetted intolong dead can reveal the effective size of a population
the PCR mix and again when the primers and polymerase(Miller and Kapuscinski 1997) and changes in pat-
bind the template DNA in the PCR. If template DNAterns and levels of variability over time (Roy et al. 1996;
is at very low concentrations, then one copy may, byMundy et al. 1997; Bouzat et al. 1998; Tessier and Ber-
chance, be amplified more than the other. [In this arti-natchez 1999; Leonard et al. 2000). Unfortunately,
cle the term “copies” refers to the one maternally inher-the DNA extracted from aged material such as bone or
ited allele and the one paternally inherited allele (with-from noninvasive sources such as hair and feces is often
out regard to state) so that the term “alleles” can beat low concentrations and/or highly fragmented. Under
used to specify the variants at a locus.] If the two copiesthese conditions the probability of a genotyping error
represent different alleles (a heterozygote) then drop-is severely elevated (Taberlet et al. 1996). At nuclear
out yields a “false homozygote.”microsatellite loci there are three types of errors: failure

Taberlet et al. (1996) used a stochastic samplingto amplify one of an individual’s two alleles (allelic drop-
simulation and replicate PCRs in the laboratory to showout), polymerase error rendering a “false” allele, and
that at low DNA concentrations the rate of allelic drop-amplification of contaminant DNA. Of the three errors,
out can be �50%. As a worst-case scenario, they reasonedallelic dropout appears to be the most serious problem
that in a heterozygote where every positive PCR reflects(Gagneux et al. 1997). Contamination can be controlled
the sampling of only one allele, the probability of sam-
pling the same allele i times consecutively is 1⁄2i�1 (assum-
ing that each allele is equally likely to drop out). Treat-
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only when the heterozygote hypothesis has been made and samples. Gagneux et al. (1997) observed significantly
different dropout rates between individuals (ranginguntenable by the data. The probability of false accep-

tance can be made arbitrarily small (�) by making the from 0 to 75%) but not between loci. As with the WCR,
this approach makes the assumption that every locus isinteger i arbitrarily large: i � 1 � (ln �/ln 2). If � �

0.05, i � 6, and if � � 0.01, i � 8. Navidi et al. (1992) heterozygous regardless of how likely this is to be true.
What are the implications of committing genotypingused a similar hypothesis-based approach to evaluate

genotype reliability. Although their model is more com- errors? Clearly, a high genotyping error rate could bias
most current applications of microsatellites, includingplex in that contamination is considered, the homozy-

gote case reduces to the same rejection rule. genetic mark-recapture studies, forensic identification of
individuals, parentage analysis, population assignment,If multiple loci are considered simultaneously, then

an acceptance error at any heterozygous locus renders and estimates of population substructure. D. Roon, L.
Waits and K. Kendall (unpublished data) and Waitsthe genotype erroneous. The worst-case rationale can be

extended to multiple loci by casting it as a decision rule— and Leberg (2000) have shown that genotyping errors
in noninvasive mark-recapture studies can result in se-that is, a procedure specified before collecting any data

that will yield a correct genotype with probability �1 � �. vere overestimates of population size. Compounding
this problem is the fact that resolution between individu-The procedure accomplishing this is one that renders

a correct genotype with probability � 1 � � under the als is improved by adding loci (Mills et al. 2000). Be-
cause the probability of obtaining a correct multilocusworst possible scenario (a dropout rate of 1 and all loci

heterozygous). Under these circumstances, the proba- genotype declines as the product across individual loci,
adding loci while using a single-locus statistical proce-bility of obtaining a correct multilocus genotype is
dure (or worse yet, ignoring statistical issues of reliability

(1 � (1⁄2)i�1)L, (1)
altogether) results in an increasing per sample error
rate. The potentially severe implications of committingwhere L is the number of loci and i is the number of

replicates (see appendix for proof; the word “replicates” errors, along with the costly and inefficient methods
currently employed for avoiding them, provide strongis used to specify the per locus number of reactions).

This probability can be made arbitrarily large by making motivation for developing an approach that uses the
available data more efficiently. In this article we developi arbitrarily large: i � 1 � [ln(1 � (1 � �)1/L)/2] (see

appendix). If L � 8 then 9 replicates are required to the theoretical basis of a more efficient method for
acquiring reliable genotype data, using the method ofmeet the � � 0.05 criteria and 11 replicates are required

to meet the � � 0.01 criteria. For the duration of this maximum likelihood. We then evaluate its performance
and compare it with the worst-case approach under aarticle, this is called the “worst-case rule” (WCR).

There are both practical and statistical shortcomings range of simplified scenarios.
to a worst-case approach. Pragmatically, it leads to the
need to perform large numbers of replicates. Acquiring

METHODS
accurate genetic information on a population will of-
ten involve typing hundreds or thousand of samples. As General approach: Before developing the proposed

approach, it is helpful to overview the rationale behind it.is shown, a study using eight loci and the WCR could
easily require an average of 35 reactions per sample. Suppose that an individual is genotyped at each of a

number of diploid loci i times. Assuming that contami-This equates to 35,000 single reactions to accurately ge-
notype 1000 samples. The financial costs associated with nation and false alleles do not occur or can be removed

from the data (see conclusions and outstanding is-this number would prohibit many noninvasive and his-
torical genetic studies. Furthermore, the limited amount sues), the observation of two different alleles at a locus

implies that the individual is a heterozygote. If only oneof DNA extract may be consumed before 30 or 40 reac-
tions can be performed. The statistical problem with a allele is observed, however, then the individual may

either be a true homozygote or it may be a heterozygoteworst-case approach is that it makes essentially no use of
the data in hand. at which i dropouts of the same allele have occurred.

The probability of the latter event can be estimated as itIn contrast to ignoring the available data, Gagneux
et al. (1997) estimated the dropout rate from shed hairs is a function of the probability that the two copies differ

(i.e., the heterozygosity) and the probability of a dropout.(rather than assuming it is 1) by replicating genotypes
on 18 chimpanzees up to six times. Maintaining the het- If the allele frequencies are known and Hardy-Weinberg

equilibrium is assumed, then the heterozygosity (con-erozygous null, the p value is given by (p) � (p/2)i�1,
where p is the dropout rate (Gagneux et al. 1997). The ditional on the allele observed) is readily obtained. The

dropout probability for the sample at hand can be esti-problem with this approach is that obtaining an accurate
estimate of p at every locus for every individual requires mated by finding that dropout rate that makes the ob-

served data most likely. The dropout rate must be esti-many replicates and thus defeats the promise of im-
proved efficiency. The problem might be circumvented by mated for each sample because samples differ in age,

environmental exposure, etc., and therefore in qualitypooling results across loci and samples, but this requires
the assumption that dropout rates are equal across loci and quantity of DNA. The (un)reliability of the observed
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multilocus genotype can then be estimated by weight- Although all subsequent theory and analyses in this arti-
cle are based on the assumption that the dropout rateing the probability that sequential dropout errors have

occurred by the probability that the locus is heterozygous is even across loci, this assumption can be relaxed for any
of the derivations that follow by substituting cjp in for p.multiplied across the observed homozygous loci. Samples

that are not reliable must be replicated until they are. It is the reliability of the genotype, not the dropout
rate, that is of interest to the investigator. Let Ej be theThe model: Consider a population where all loci un-

der study are independent, at Hardy-Weinberg equilib- event that the observed genotype is correct at locus j and
let Eg be the event that it is correct across all loci. Letrium, and have known allele frequencies. The model in-

volves two sampling events. First, during reproduction fj denote the frequency of the observed allele at locus
j. Note that it is at the M loci observed as homozygousalleles are sampled from the gamete pool and fixed into

individuals. Second, during the PCR alleles are sampled where errors may be hidden. The reliability of a geno-
type, P(Eg), is given byfrom individuals across loci. Let ij denote the number

of times sampling occurs at locus j. Each time one copy
Reliability � P(Eg |ñ1, ñ2, . . . ñM, p) � �

M

j�1

P(Ej |ñj, p)drops out with probability pj. If this error occurs, we as-
sume that each copy is equally likely to be the dropout.
Otherwise, both copies are observed. We do not consider

� �
M

j�1
�1 �

2 fj (1 � fj)(p/2)ij

2 fj (1 � fj)(p/2)ij � f 2
j
�the event that both copies drop out because PCR failure

may be due to more than stochastic sampling error such
as PCR reagents, thermocycler problems, etc. Hence, pj

� �
M

j�1
� fj

fj � 2(1 � fj)(p/2)ij�. (5)is actually the conditional probability of detecting one
allele given that at least one allele amplifies. (It can be

For purposes of study design, the unconditional prob-shown that, for realistic error rates, neglecting double
ability that a genotype will be correctly identified isdropouts has a negligible effect.) If the two copies are
useful. Let Zl be the event that the l th locus is heterozy-labeled a and b (where a could be the same or different
gous, ZC

l the event that the l th locus is homozygous, Hlfrom b), the results can be summarized as the number
the heterozygosity at locus l, and L the number of lociof times in which a, b, and ab are sampled: ra,j , rb,j , and
typed. Thenrab,j , respectively. Let the vector of these counts be de-

noted by ñj . When the individual’s true genotype, g, is
P(Eg |p) � �

L

l�1

[P(ZC
l ) � P(Ej |Zl , p)P(Zl)]known, the likelihood of the data given the genotype

and given the dropout rates is trinomial multiplied
across the T heterozygous loci. � �

L

l�1

[1 � 2(p/2)il Hl]. (6)

L(ñ1, ñ2, . . . ñT |g, p1, p2, . . . pT) � �
T

j�1
� ij !

(ra,j)!(rb,j)!(rab,j)!� By comparing Equations 5 and 6 we see how (5) is de-
pendent on the observed data while (6) is not. The de-� (pj /2)(ra,j�rb,j)(1 � pj )rab,j. (2)
pendency on the data occurs in two ways. Since it cannot
be determined before viewing the data which loci will beTruly homozygous loci can be ignored because the prob-
observed as homozygous, the observed allele with fre-ability of the data at them is 1.
quency fj at homozygous locus j is itself data dependent.Of course, the true genotype is not known. This is ad-
Also, note that the total number of observed homozy-dressed by writing the likelihood as the sum of genotype-
gous loci, M, is a random variable that is determinedspecific probabilities weighted by the unconditional
only after viewing the data.probability of the genotype (i.e., its expected frequency)

Estimating the dropout rate, genotype reliability, andover all possible genotypes. In addition, the model is
number of additional replicates: The value of p that maxi-greatly simplified by assuming that across all samples the
mizes Equation 4 is the maximum-likelihood estimatedropout rates at different loci are related to one another
(MLE), p̂. If p̂ is substituted for p into Equation 5 andby a collection of constants such that pj � cjp. Then
p̂ � p, then accepting only those genotypes that exceed
a reliability criteria (1 � 	) of say, 95%, would limit theL(ñ1, . . . ñT |p) � �

G
���

T

j�1
� ij !

(ra,j)!(rb,j)!(rab,j)!�(cj p/2)(ra,j�rb,j)

long run frequency of accepting false genotypes to �5%.
But when p � p̂, substituting p̂ into Equation 5 overstates� (1 � cj p)rab,j�P(G � g)�. (3)
the reliability, a nonconservative error. This error can be
guarded against by using an upper confidence bound on

If the dropout rates are equal across loci then cj � 1
p in Equation 5, p̂(up). Formally, we define the estimated

for all j and the likelihood reduces to
reliability,

L(ñ1, . . . ñT |p) � �
G
���

T

j�1
� ij !

(ra,j)!(rb,j)!(rab,j)!�(p/2)(ra,j�rb,j)

Estimated reliability � �
M

j�1
� fj

fj � 2(1 � fj )(p̂(up)/2)ij�, (7)

� (1 � p)rab,j�P(G � g)�. (4)
where p̂(up) is chosen so that P(Reliability � Estimated
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reliability) � 	. A method for finding p̂(up) is described 4 in estimating the dropout rate is evaluated by conduct-
ing 1000 runs for a given set of parameters and then cal-in the simulation section below. This general approach

of estimating the reliability on the basis of a MLE of culating the (estimated) bias and standard error. Simu-
lations are run to assess the effects of the number of locithe dropout rate is referred to as the MLR method.

Suppose that between one and three PCR replicates (three to six), number of replicates (one to three), het-
erozygosity (18–67%), and the parametric dropout rateare conducted initially at each locus and the reliability

is estimated. If the estimated reliability is 
1 � 	, then fur- (0–1) on the performance.
Upper confidence bound on the dropout rate: There are twother replication is necessary, but how much and at which

loci? The answer lies in Equation 7. Because the esti- steps in determining p̂(up). First we need to know how
large p could be and still yield estimates as small or smallermated reliability is a product across individual loci, it

follows that the largest per reaction increase in esti- than p̂ only a specified proportion of the time (�).
Thus the upper 1 � � confidence bound on p [denotedmated reliability will occur by adding a replicate to the

most unreliable locus. In theory, the most efficient pro- p̂(up 1��)] is defined as the value of p that would yield
MLEs � p̂, �(100)% of the time. Because the data arecedure is to add one replicate to the most unreliable locus,

reestimate the reliability, and continue in this manner discrete, there may be a range of p’s that meet this cri-
teria; p̂(up 1��) is the largest of these. Finding p̂(up 1��)until the estimated reliability � 1 � 	. Adding replicates

one at a time and reevaluating the data between each is requires knowing the sampling distribution of p̂ for any
given p, number of replicates, number of loci, and allelecalled the “single addition method” (SAM). When the

(re)evaluation entails the MLR method as just de- frequencies. When repeated many times, the algorithm
described in the first paragraph of this subsection on sim-scribed, the abbreviation MLRSAM is used.

In the laboratory, however, SAM will usually be impracti- ulations generates just this. Candidate values of p are
examined individually until the largest one having � ofcal as it entails a PCR, gel, and analysis between every

additional reaction. A more practical approach is to add its probability �p̂ is found. This is achieved by a com-
puter algorithm that searches the candidate value of padditional replicates in a block. The following algorithm

provides an efficient way to choose the size of the block: at 1% increments.
This establishes how p̂(up 1��) can be determined formathematically add one to the number of replicates at

the most unreliable locus, assume that the same homozy- any value of �; the second task is to determine what �
renders a rate of false inclusions ≈	. If the reliability wasgote is observed, and reestimate the reliability using the

original p̂(up). Repeat this process until the estimated a deterministic function of p, then a 1 � � upper bound
on p would render a 1 � � lower bound on the reliability.reliability � 1 � 	. Perform this pattern of replication in

the laboratory. Unless p̂(up) increases substantially with However, the reliability is a stochastic function de-
pending on both p and the data. As is shown, a 1 � 	the new data, this method will yield a genotype estimated

as reliable. If p̂(up) does jump and the genotype is still of 95% corresponds to a 1 � � of only 70%. There does
not appear to be an analytic method for finding � forestimated as unreliable, perform another block of repli-

cates. Adding replicates en masse is called the “blockwise a given 	. Instead, simulations are employed to test how
different upper bounds limit the rate of false inclusionsaddition method” (BAM). When the block size and ac-

ceptability criteria are based on the MLR method, the ab- across a range of reasonable conditions. In these simula-
tions, the upper bound (1 � �), number of loci, numberbreviation MLRBAM is used. (The MLR prefix is necessary

here because SAM and BAM are also used in conjunc- of initial replicates, allele frequencies, and the reliability
criteria (1 � 	) are fixed. In each run, data are generatedtion with the WCR evaluation criteria.)

Simulations: Simulations are used here for two basic by performing the initial replicates, determining p̂(up1��),
and estimating the reliability according to Equation 7.purposes: (i) to find the upper confidence bound on p,

p̂(up), to be used in Equation 7 and (ii) to evaluate and If the estimated reliability is 
1 � 	, then SAM is used
to add replicates until the estimated reliability is �1 � 	.compare the performances of the various approaches.

Specific methods to these ends are detailed in the sub- Upon acceptance, the true and observed genotypes are
compared to yield a binary result of either correct or in-sections below, but the same basic simulation algorithm

is used throughout. First, model parameters are fixed. correct. This process is repeated 1000 times and the
observed incidence of false inclusions is calculated. TheThese include the number of loci, number of initial rep-

licates, allele frequencies, and the dropout rate. Unless appropriate upper bound is defined as the smallest value
of 1 � � that limits the observed incidence of false in-otherwise noted, the dropout rate is equal across loci.

In each run a multilocus genotype is created and then clusions to �	 for all values of p. Upper bounds are
searched at 5% increments.sampled with errors as described in The model above, to

yield the data. A computer algorithm is used to search the Efficiency of the different approaches: Four different meth-
ods—MLRSAM, MLRBAM, WCRSAM, and WCRBAM—are eval-potential dropout rates between zero and one at 1% in-

crements until the MLE from Equation 4 is found. Simu- uated and compared by running simulations under
common parametric conditions (i.e., fixed dropout rate,lations are carried out using Visual Basic 6.0.

Performance of the MLE: The performance of Equation number of loci, allele frequencies, and number of initial
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TABLE 1replicates). In all simulations, the data are evaluated af-
ter the initial reactions have been performed. In the MLR Upper bound as a function of �, number of loci, and H
simulations, a sample estimated to be unreliable is repli-
cated at observed homozygous loci either in a single (SAM) 	 � 5% 	 � 1%
or a blockwise (BAM) fashion as described above until it

No. loci H � 50% H � 67% H � 50% H � 67%is estimated as reliable. By comparing it to the true geno-
type, the accepted genotype is scored as either correct 4 65 65 70 75

6 70 70 75 75or incorrect and the number of reactions invested in it
8 75 70 75 75is recorded. This is repeated 1000 times to yield an ob-

served incidence of false inclusions and a mean number The upper bound was defined as the smallest value of 1 � �
of reactions per sample. that limited the observed incidence of false inclusions to �	

in 1000 runs at p � 0.5, 0.6, 0.7, and 0.8. In all cases two initialThe WCR simulations are analogous except in the
replicates were performed.rules governing acceptance and additional replication.

Under the WCRSAM, all observed homozygous loci are
replicated once and reevaluated, replicated once and

We therefore concentrated on finding the appropriatereevaluated, and so on. Loci that do not turn up hetero-
upper bound for p in this range as it will be sufficientlyzygous by this process are replicated until Equation 1
large for other values of p. When a 95% reliability crite-is satisfied. With the WCRBAM, one block of reactions is
ria is required for acceptance (i.e., 1 � 	 � 0.95) and twoadded to all observed homozygous loci so that Equation
initial replicates are performed, the approximate upper1 is satisfied. Because the BAM is more practical in
bound on p for four, six, or eight loci with H � 50 orthe lab, further simulations focus on the MLRBAM and
67% is between 65 and 75% (Table 1). Increasing the reli-WCRBAM approaches. Specifically, the effects of heterozy-
ability criteria to 99% elevates the upper bounds slightlygosity (50–80%), number of loci (four to eight), number
to between 70 and 75%. In the case of three initial rep-of initial replicates (one to three), and reliability criteria
licates, the appropriate upper bounds are in the 60–70%(95–99.9%) on the number of reactions per sample are
range, while with initially unreplicated data upper boundsexplored.
are between 75 and 85% (data not shown). These resultsareInterlocus dropout heterogeneity:Simulations are conducted
used to set the upper bound in subsequent simulations.to investigate how well the MLRBAM approach performs

Efficiency of the different approaches: This study iswhen it is assumed that the dropout rates are even across
motivated largely by the apparent inefficiency of theloci, but they are not. This is accomplished by running
worst-case approach. The central question is, therefore,successive simulations where the dropout rates across
how efficient is the proposed MLR method by compari-loci are made increasingly uneven but other parameters
son? Consider a case where two initial replicates are per-are held constant. Reliability is estimated under the as-
formed at six loci, all with 67% heterozygosity. The relia-sumption of dropout rate homogeneity (i.e., using Equa-
bility criteria are set at 1 � 	 � 95% for MLR simulationstions 4 and 7), and replicates are added using BAM.
and the probability of a correct genotype is likewise setEach simulation consists of 1000 runs from which the in-
at 1 � � � 95% for the WCR simulations. In comparingcidence of false inclusions is calculated.
the mean number of total reactions required to achieve
acceptable genotypes under each of the four methods

RESULTS AND DISCUSSION (Figure 1A), several important trends emerge. First, the
MLR methods are virtually always more efficient thanPerformance of the MLE: When the number of loci
the WCR method of the same replication strategy. Sec-is less than four, genotypes are unreplicated, or the het-
ond, differences between the MLR and the WCR meth-erozygosity is 
50%, there is little information in the
ods are largest when p � 0 and they disappear as p ap-data regarding the dropout rate. In this case, the MLE
proaches 1. For p � 0.2, the MLR methods require 10–12from Equation 4 tends to be biased high for small values
reactions fewer than the WCR methods (a 40–50% re-of p (data not shown). While no bias is desirable, overesti-
duction). We do note, however, that the total number ofmating the dropout rate is a conservative error. Above these
reactions in this and all other simulations in this articlevalues (or for p � 0.5 below these values), the estimator
does not include any failed PCR reactions. While PCR fail-becomes approximately unbiased. As expected in a bi-
ures should be rare for samples with low values of p,nomial model, the largest standard errors are observed
failures will increase the total reaction counts and re-when p is near 50%.
duce the proportional difference between approaches.Upper confidence bound on the dropout rate:To make
Third, the SAM and BAM approaches are nearly equiva-a conservative estimate of the reliability, we need a suffi-
lent for small values of p, but SAM is increasingly supe-ciently conservative estimate of the dropout rate. Prelim-
rior as p approaches 1.inary simulations showed that, irrespective of what up-

This third trend is important because BAM is far moreper bound is used, the incidence of false inclusions is
highest when p is between 0.5 and 0.8 (data not shown). practical than SAM in the laboratory and because drop-
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Figure 2.—Effect of reliability criteria (1 � 	) on the num-
ber of reactions needed to achieve acceptable genotypes under
the MLRBAM method. Based on 1000 runs/simulation, six loci,
two initial replicates/locus, H � 67%. Upper bounds on p
(1 � �): 70% for 	 � 0.05 (�), 75% for 	 � 0.01 (�), 80%
for 	 � 0.001 (�). In all simulations, observed incidence of
false inclusions � 1 � 	.

that were necessary in the MLRBAM simulations of Fig-
ure 1A (Figure 1D). The sample is nearly always ac-
cepted within two rounds and when p is small it is not
uncommon to accept it without further replication.

The WCR is generally inefficient because it is designed
to guard against a worst possible scenario, p � 1. When
p is not large, the payoff of (over)replicating is, of course,
that it renders genotypes with high estimated reliabili-
ties and very few errors (Figure 1, B and C). In contrast,
the MLR methods yield moderate estimated reliabilities
and an incidence of false inclusion below—but generally
not far below—	. This is true of all the MLR simulations
in this article except those involving interlocus dropout
heterogeneity (see below). To put these false inclusionrates
in perspective, if genotypes in these simulations were un-
conditionally accepted after initial replication (i.e., with-
out being subject to a reliability criteria) the incidence
of erroneous genotypes would be �0, 7, 29, 54, 75, and
93% for p � 0, 0.2, 0.4, 0.6, 0.8, and 1, respectively.

It might be argued that the lower false inclusion rate
Figure 1.—Comparative performance of the WCRSAM (�), observed with WCR approaches over most of the rangeWCRBAM (�), MLRSAM (�), MLRBAM (�) across dropout rate, p.

of p suggests it actually outperforms the MLR approaches(A) Mean total number of reactions to achieve acceptable
in one respect. Recall, however, that the investigator isgenotypes. (B) Mean estimated reliability of accepted geno-

types. For WCRSAM and WCRBAM, reliability estimated after ge- willing to tolerate up to 5% errors to reduce the number
notype acceptance using Equation 7 and a 70% upper bound of reactions. If the investigator wishes to reduce the inci-
on p. (C) Incidence of false inclusion over the 1000 runs. (D) dence of false inclusions below 5%, the reliability crite-The number of rounds of reactions needed under MLRBAM to

ria in the MLR methods can simply be raised. Figure 2achieve genotype acceptance. (�) Three rounds, ( ) two
rounds, (�) one round. Based on 1000 runs/simulation, six shows the number of replicates required to achieve esti-
loci, two initial replicates/locus, H � 67% [allele frequencies: mated reliabilities of 95, 99, and 99.9% with the MLRBAM
{0.33, 0.33, 0.34}], reliability criteria 1 � 	 � 95%, upper approach for six loci, two initial replicates, and H � 67%.
bound on p (1 � �) � 70%.

When p is low, only a few more reactions are required
to achieve the higher estimated reliabilities, and even at

out rates should be 
0.5 for most samples. For example, p � 0.4, 99% estimated reliability is just four reactions
Gagneux et al. (1997) and Goossens et al. (1998) ob- �95% estimated reliability. As p gets large the cost of
served mean dropout rates of 31 and 14%, respectively, higher estimated reliability grows considerably.
on single hair extracts and Ernest et al. (2000) observed In addition to assuming that p � 1, the WCR assumes
an 8% dropout rate from felid fecal DNA. The practical- that H � 1. As these assumptions are approached, we
ity of the MLRBAM approach is apparent when one consid- expect the relative performance of the WCR methods
ers the number of rounds of replication (i.e., the num- to improve. Examining the comparative effect of hetero-

zygosity on efficiency in the WCRBAM and MLRBAM ap-ber of blocks including the initial block of 12 reactions)
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Figure 3.—Effect of heterozygosity on the number of reac-
tions needed to achieve acceptable genotypes under WCRBAM

and MLRBAM approaches. (�) H � 80%, WCRBAM; (�) H �
80%, MLRBAM; (�) H � 50%, WCRBAM; (�) H � 50%, MLRBAM.
Based on 1000 runs/simulation, six loci, two initial replicates/
locus, 95% reliability criteria, and 70% upper bound on p.
Allele frequencies: H � 50%, {0.5, 0.5}; H � 80%, {0.2, 0.2,
0.2, 0.2, 0.2}. In all simulations, observed incidence of false
inclusions � 1 � 	.

Figure 5.—Effect of number of initial replicates, R i, on
proaches shows this to be true (Figure 3). But even at mean number of reactions to achieve acceptable genotypes
H � 80%, MLRBAM outperforms WCRBAM across the range under WCRBAM and MLRBAM approaches. The results of R i �

1 under MLRSAM (the theoretical optimum) is also shown forwhere most samples will realistically fall (for p 
 70%).
comparison. Based on six loci, H � 67%, 95% reliability crite-When H � 50% and p is small, MLRBAM renders accept-
ria. Upper bounds on p(1 � �): 75% for R i � 1, 70% for R i �able genotypes in approximately one-half as many reac-
2, and 70% for R i � 3. In all simulations, observed in-

tions. Interestingly, the efficiency of the MLRBAM approach cidence of false inclusions � 1 � 	.
is only slightly improved by increasing heterozygosity.

Because an error anywhere in a genotype renders it
One parameter that affects efficiency and is easilyerroneous, adding loci elevates the estimated reliability

manipulated by the investigator is the number of initialrequired of each locus and thereby the number of repli-
replicates per locus. Taberlet et al. (1996) proposed per-cates per locus. The impact of this effect was investigated
forming three initial replicates—though this choice wasby running simulations at four and eight loci while hold-
influenced by considerations of false and contaminanting all other parameters constant (two initial replicates,
alleles as well as allelic dropout. We consider the casesH � 67%; Figure 4). Surprisingly, when p is near zero,
of one, two, and three initial replicates while the otherdoubling the number of loci approximately doubles the
parameters are held constant (six loci, H � 67%). Thetotal number of reactions in the MLRBAM approach. This
MLRBAM approach on unreplicated data is very inefficientnear linear increase reflects a near constancy in per lo-
except when p is near 0 (Figure 5). This is especiallycus replication. As p increases, however, the cost of add-
apparent when it is compared to the theoretical optimum:ing loci escalates in a nonlinear manner (as indicated by
MLRSAM on initially unreplicated data. Note how muchthe divergent MLRBAM lines in the figure). Figure 4 also
poorer the performance of BAM is relative to SAM withshows that unless p is near one, adding loci increases the
unreplicated (Figure 5) compared to two-replicate datadisparity between the MLRBAM and WCRBAM approaches.
(Figure 1A). This is because unreplicated data yield a
higher upper bound and more observed homozygote
loci and these drive the size of the reaction block up.
In practice, the most efficient replication strategy is two
initial replicates under the MLR BAM method. Three ini-
tial replicates under MLRBAM is more efficient than two
only when p � 0.8. The two- and three-replicate results
under the WCRBAM approach are even less efficient except
when p is near 1.

Interlocus dropout heterogeneity:All simulations to this
point have assumed that dropout rates are equal acrossFigure 4.—Effect of number of loci on mean number of re-
loci. Here we address a simple question: How well doesactions needed to reach acceptable genotypes under WCRBAM

and MLRBAM approaches. (�) Eight loci, WCRBAM; (�) eight MLRBAM perform when the dropout rates are assumed to
loci, MLRBAM; (�) four loci, WCRBAM; (�) four loci, MLRBAM. be even but they are not? Figure 6A shows the observed
Based on 1000 runs/simulations, two initial replicates/locus, incidence of false inclusions under MLRBAM for increas-H � 67%, 95% reliability criteria, and 70% upper bound on

ing degrees of dropout rate heterogeneity when thep. In all simulations, observed incidence of false inclusions �
1 � 	. other parameters are fixed (six loci, H � 67%, two initial
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Figure 7.—Effect of upper bound on number of reactions
needed to achieve acceptable genotypes under MLRBAM for
two levels of interlocus dropout rate heterogeneity. Upper
bounds on p are indicated within parentheses in legend. Based
on 1000 runs/simulation, six loci, two replicates/locus, and
95% reliability criteria. See Figure 6 for incidence of false
inclusions associated with these simulations.

Figure 6.—Effect of interlocus dropout rate heterogeneity
on incidence of false inclusions under MLRBAM when rates are it is often valuable to have an estimate of the number of
assumed to be even in the analysis. Using (A) a 70% upper reactions that will be required. Equation 6, the uncondi-bound on p and (B) a 95% upper bound on p. The constants

tional probability of obtaining a correct genotype, can pro-dictating the relative dropout rates between the six loci: (�)
vide such an estimate. This requires three things of the1 1 .7 .7 .4 .4, ( ) 1 1 .9 .9 .8 .8, (�) 1 1 .8 .8 .6 .6, (�) 1 1

1 1 1 1. For example, when p � 0.6, the dropout constants {1 investigator: (1) confidence that the model is appropriate;
1 .7 .7 .4 .4} render dropout rates of {.6 .6 .42 .42 .24 .24}. (2) knowledge of the heterozygosity per locus, or a will-
Based on 1000 runs/simulation, six loci, two replicates/locus, ingness to make an educated guess; and (3) knowledgeand 95% reliability criteria.

of the dropout rate, or an educated guess. To avoid under-
budgeting, the investigator can use conservatively low het-

replicates). An upper bound of 70% is used as would erozygosities and conservatively high dropout rates. It
be appropriate when the error rates genuinely are ho- should be noted that the number of replicates need not
mogenous (Table 1). Even in the moderately uneven be even across loci; the SAM algorithm can be used to
case where two of the loci are at 60% of the maximum forecast how replication will proceed on average after
rate, two are at 80%, and two are at the full error rate the initial replicates are performed. We also note that the
(coded “1 1 .8 .8 .6 .6” in Figure 6), the incidence of number of reactions will additionally include failures.
false inclusions remains near 5% so long as p � 0.8.
When the unevenness is more severe with loci at 40 and

CONCLUSIONS AND OUTSTANDING ISSUES70% of the maximum error rate (1 1 .7 .7 .4 .4), the in-
cidence of false inclusion becomes unacceptably large The most important result of this article is that under
for p � 0.4. the model assumptions the MLRBAM represents an efficient

One remedy might be to use a larger upper bound on method for obtaining reliable genotypes, especially in com-
p to estimate reliability. Figure 6B shows the incidence parison to the WCRBAM approach. Although a number of
of false inclusions across the same set of uneven dropout variables are shown to affect this efficiency, two valuable
rates when a 1 � � � 95% upper bound is used. This re- points emerge. First, the MLRBAM method is especially effi-
duces the incidence of false inclusions at low and moder- cient when p is small—and published data suggest it gen-
ate p values, but the effect diminishes as p gets large. For erally will be 0–40% (Gerloff et al. 1995; Gagneux et al.
the most uneven case considered, the false inclusions 1997; Goossens et al. 1998; Ernest et al. 2000). This re-
rate is acceptable so long as p 
 0.6. Surprisingly, this in- sult is robust to changes in the number of loci, heterozy-
crease in the upper bound on p from 70 to 95% elevates gosity, reliability criteria, and, to a lesser extent, the num-
the number of reactions only slightly (Figure 7). These re- ber of initial replicates. But there will be samples, if only
sults suggest that, if the dropout rates across loci are not occasionally, where allelic dropout occurs far more of-
highly uneven and/or if the base rate is not large, analyz- ten. The second important point is that these problem
ing data under the even dropout rate assumption still samples may require more reactions, but they do not
yields reliable results. Using a higher upper bound on compromise accuracy under the MLRBAM approach.
p increases the range of violations over which the model Tantamount to the performance of MLRBAM in simula-
remains robust while not increasing the number of reac- tions is the issue of its applicability to real data. Several of
tions appreciably. the assumptions upon which the model is based warrant

closer scrutiny. One such assumption made here is thatStudy design: When designing and budgeting a study,
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the dropout rates are even across loci. The findings that during DNA extraction and PCR. In practice, one cur-
rent option is to follow Taberlet et al. (1996) in assum-the model is robust to mild departures from evenness

and the failure of Gagneux et al. (1997) to reject the ing that the probability that the same false or contami-
nant allele will occur twice at the same locus is remote.even error rate null hypothesis across 11 microsatellite

loci suggest that this assumption may often be suffi- This leads to the requirement that every allele be ob-
served twice before accepting a genotype.ciently approximated. Furthermore, the model can ac-

commodate heterogeneity by assuming that the dropout A dilemma arises with this approach, however, when
a series of reactions at a locus yield one heterozygote re-rates across loci are related by a set of constants (see

Equation 3). This would require a preliminary experi- sult and the same homozygote for all the rest (e.g., ab,
a, a, a). If in replicating we continue to observe the samement to estimate the constants for the loci being used.

A second assumption made in the MLR model is that homozygote, at what point should we begin to have seri-
ous doubts about it being a genuine heterozygote? Sup-the two alleles in a heterozygote are equally likely to drop

out. It has been suggested that the longer allele may drop pose that the locus is truly a heterozygote. The probability
of observing one heterozygous result and i � 1 homozy-out more often than the shorter (Gerloff et al. 1995;

Goossens et al. 1998), but to our knowledge the empiri- gotes of the same allele given the model is
cal data have failed to detect significant departures from

2i(p/2)i�1(1 � p). (8)an even dropout rate (Gerloff et al. 1995; Gagneux et al.
1997). If future data reveal how length, or some other Replacing p with p̂, or more conservatively with p̂(up),
allele attribute such as repeat motif, affects the dropout estimated from data at the other loci, a p value can be
rate, the likelihood framework will readily allow the in- calculated. Even in the worst case, where p is near 80–85%,
corporation of this knowledge. Likewise, it has been as- it is very unusual not to observe both alleles twice in a true
sumed here that allele frequencies are known. If the heterozygote within five or six replicates. Once replication
sample size is large and there is no tendency for certain drives this p value below, say, 5%, the sample should be
alleles to drop out more than others, then the observed abandoned at this locus. The sample cannot be declared
allele frequencies should be relatively accurate. When a homozygote because casting doubt on the heterozygote
these conditions are not met, the current model may hypothesis and accepting the homozygote-false/contam-
need to be modified to address this source of uncertainty. inant allele hypothesis are not equivalent. The compet-

The most serious assumption made in our model is ing hypotheses cannot be resolved (as with a likelihood-
that there are no false or contaminant alleles in the ana- ratio test) without placing a probability on the event of
lyzed data. We do not assume that such alleles never a false/contaminant allele (see also Navidi et al. 1992).
occur, but rather that they can be flagged and removed An alternative to discarding the locus completely would
from the data. Although several studies have reported oc- be to count it as one-half a locus occupied by the allele
currences of false and contaminant alleles that are non- observed in the homozygote.
negligible (Taberlet et al. 1996; Gagneux et al. 1997; Though false and contaminant alleles are generally
Goossens et al. 1998), three reasons suggest that these rare, homozygotes are not. Each time a homozygote is
estimates may overstate the problem in the current con- observed, there is the possibility that it represents a true
text: (1) Some counts include the cases where three or heterozygote where consecutive dropout errors have
more alleles (one or more false) appear in one reaction occurred. In this article we developed a general mathe-
as well as the more insidious cases where one or two al- matical framework for dealing with this source of uncer-
leles are observed but one is false; (2) counts may include tainty. While incomplete, the model shows promise for
false alleles that have never otherwise been observed in vastly improving the efficiency in acquiring reliable ge-
the population or species and would therefore be viewed netic data—a critical step toward realizing the potential
with great suspicion; and (3) the current practice of scor- of noninvasive, historic, and forensic genetic sampling.
ing microsatellites using electropherograms provides
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APPENDIX: PROOF OF EQUATION 1 implying
Assumptions:

i � 1 �
ln(1 � (1 � �)1/L)

ln 2
.

1. All L loci are true heterozygotes.


